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Several data-mining models have been embedded in the
clinical environment to improve decision making and patient
safety. Consequently, it is crucial to survey the principal data-
mining strategies currently used in clinical decision making
and to determine the disadvantages and advantages of using
these strategies in data mining in clinical decision making. A
literature review was conducted, which identified 21 relevant
articles. The article findings showed that multiple models of
data mining were used in clinical decision making. Although
data mining is efficient and accurate, the models are limited
with respect to disease and condition.
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or those working in the nursing profession, decision
making for caregiving is constantly required in real
F time in the clinical environment. Therefore, achiev-
ing a correct understanding of the decision-making
process, as well as a high level of quality in clinical

decision making, is crucial to minimize risk and error in the
press of real time for the purpose of patient safety.

Decision Making
Theories and models of decision making have been pre-
sented and studied over decades. Paley et al1 and Bjørk and
Hamilton2 categorized decision making as having two kinds
of validity: rational systematic-positivist (decision making is
analytical and logical) and phenomenological (interpretive,
with a more intuitive approach). Concept attainment theory
was discussed by Aitken3 as a rationalist way to make deci-
sions. Aitken presented the concept attainment theory as a
four-stage process, from generating attributes to develop-
ing hypotheses.2–4 This type of step-by-step information pro-
cess is considered a linear process. It is arguable whether a
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decision-making process is linear. Social judgment theory is
another of the important theories in clinical decisionmaking.
It explains the way in which the decision maker places values
on the information. Consequently, information that is ap-
plied in different circumstances can result in a different judg-
ment.5 Probability theory, also known as Bayesian theory,
is a statistical model that is used to calculate the probabil-
ity of an event in order to make a decision with a norma-
tive approach.6 Decision trees (a functional strategy for
complicated situations) demonstrate the utilities and out-
comes of each option.

In addition to the above rationally based theories, intuition
plays an important role in decision making. However, “intui-
tion has seldom been granted legitimacy as a sound approach
to clinical judgment.”7 Benner and Tanner7 emphasize the
importance of intuition, which distinguishes expert judgment
from inexpert, mechanical judgment. It is experts who can
complete a clinical picture with efficiency and validity.1

The development of dual process theory effectively com-
bines the reality and relative virtues of both intuitive and
rational theory.8 There are two systems in dual process
theory: System 1 is described as fast, holistic, and uncon-
scious, whereas System 2 is slow, analytic, and conscious rea-
soning. Although System 1 and System 2 cooperate with
each other, they do not appear necessarily to be operating
at the same time.8 Finally, it is worth noting a seven-stage
theory of decision making (Table 1) suggests that certain
stages in the decision-making process are often overlooked,
including the recognition and formulation of the problem,
action, and feedback.9

Data Mining
The term “data mining” encompasses understanding and
interpreting the data by computational techniques from sta-
tistics, machine learning, and pattern recognition, in order to
predict other variables or identify relationships within the
information. According to Finlay,10(p2) data mining is com-
monly used to “identify relationships in data that give an
insight into individual preferences,” especially “what some-
one is likely to do in a given scenario.” As far back as 1970,
decision theory, combined with probabilistic criteria, was
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Table 1. The Seven-Stage Theory of Decision Making9

1. Recognition of the problem
2. Formulation of the problem
3. Alternative generation of hypotheses
4. Information search
5. Judgment or choice
6. Action
7. Feedback

Used with permission.
implemented to diagnose renal disease. Several approaches
were introduced in the 1990s to support the diagnosis of
lymph node disease. Probability systems with decision theory
were developed within artificial intelligence, based on ap-
proaches for making clinical decisions.11 Several models
apply to the process of data mining. Table 2 presents a
summary of these models.

The 20th century was seen as the era of technology. The
knowledge explosion continues in medical science and the
clinical field. However, according to Yildirim et al,12 diag-
nosis of many diseases involves a substantial degree of un-
certainty. Pattern recognition and generating provisional
hypotheses based on patient symptoms, medical history,
physical examination, and some tests are used by physicians
for diagnosis. However, “clinical decision making is prone to
error,” especially in a complicated scenario with a great deal
of information. Therefore, data mining has been developed
as one way to minimize errors in decision making.2,3 Data
mining is an effective method for extracting valuable knowl-
edge from data. The models that are used in data mining are
designed to resemble clinical decision-making strategies.10

Accordingly, a few data-mining methods are already being
used to improve the process of decision making in various
fields within the clinical area. Several applications and types
Table 2. Models in Data Mining

Model
Decision trees A flowchart-like structure for predicting the value
Neural network The model is a two-stage process. First, calculat

the different layers will be computed. The learni
Support vector machine Generates a hyperplane with supportive compon

pattern with supportive data.
Linear regression The model value is calculated by multiplying the

contribution, for example, Y = XB + U.
Cluster models A data-mining technique that groups similar dat
Expert systems By using a knowledge base, an inference engine

which provides the interaction between users an
Bayesian classifiers A probability theory, based on the calculation of
Genetic algorithms The algorithm will decide the data sequence wi

group, an adjustment will be made in order to c
Rough sets A process of spontaneous data transformation;

information together creates rules for defining t
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of software have been developed to support clinical decision
making, for example, a software application for detecting
septic shock. The goal of data mining in clinical decision
making is to recognize the pattern and relationships in at-
tributes of the clinical setting and to estimate the outcome, to
support clinicians when making decisions. Based on the
above considerations, the aim of this literature review is to
survey the diverse data-mining strategies used in real-time
clinical decision making. A search strategy for the literature
review is presented in the following sections. The article first
demonstrates the strategies of data mining involved in the
clinical field and then discusses the advantages and disadvan-
tages of data mining in clinical decision making.

METHODS
A literature review was undertaken to survey the strategies
used in data mining in clinical decision making. An integrated
review was conducted with four databases: CINAHL,
Cochrane Library, PubMed, and MEDLINE. Database
searches of titles, abstracts, and key words were performed,
using the following search terms: data mining, clinical decision
making, and decision making, to expand the sensitivity and spec-
ificity of the results and ensure that all potentially applicable
articles were included. The findings were limited to English-
language publications with full text available; the chosen
time period was January 2004 to November 2014. The re-
view included articles connecting data mining with clinical
environment, which influences the process of decision mak-
ing. Articles on coding or informatics data-mining technolo-
gies were excluded.

Search Outcome
A total of 323 articles were found in the results from the four
databases. Using the exclusion criteria, 254 articles were
identified, with duplicates removed. The titles and abstracts
Definition of Model

of objects in different categories by using classification algorithms.
e each attribute into values, then the interconnection pattern between
ng process will be converted.
ents. In addition, support vector machines tend to produce the closest

predictor variable. A final model is computed by summing up the

a together.
that gathers data to focus on themost possible result and an interface,
d the system, themodel tries to replicate an expert in decisionmaking.
probability in an event.
th a group. After evaluating the similarities between the data and the
reate a better conclusion.
includes modifying the vagueness concepts. Accordingly, the
he boundary region of ultimate goals.
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FIGURE 1. An artificial neural network.
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were assessed, and 44 articles were recognized as relevant to
data mining and decision making in general. After a
screening of the full texts, 21 articles were eventually se-
lected as relevant to clinical decision making.

Seven of the selected articles discussed data-mining
models for the purpose of diagnosis. Of these seven articles,
two were related to radiological imaging interpretations, and
one related to nursing diagnosis. Four of these articles recom-
mended the identification of an appropriate treatment for the
patient. Some articles focused on advancing data-mining
strategies, whereas others concentrated on improvements
in dealing with adverse drug events. Three of the articles ex-
amined the prediction of a certain type of patient by data-
mining models (Table 3).

Data-mining theories were considered in all the articles.
Among all of the theories, six used decision trees, and three
used artificial neural networks. A cluster model was applied
in two of the articles. A Bayesian network was identified in
two of the articles.

The decision tree is an approach that classifies samples
and has a flowchart-like structure. It is for predicting or pre-
senting the value of objects in different categories by using
classification algorisms.19,30,31

Worachartcheewan et al13 identified a metabolic syn-
drome by using a decision tree model. The construction of
the decision tree could define the metabolic syndrome by
categorized attributes, with accuracy exceeding 99.8%.
Through the decision tree strategy, three combinations of
variables (triglyceride + blood pressure, fasting plasma
glucose + blood pressure, and triglyceride + blood pressure +
fasting plasma glucose) were extracted as the most important
evidence for classifying metabolic syndrome.

Takada et al14 used decision trees to predict axillary lymph
node metastases in breast cancer patients, in order to deter-
mine future treatment. A large dataset of breast cancer
patients was provided. Although the model overestimated
the proportion of patients at risk of axillary lymph node me-
tastasis, it was accurate with respect to patients with lower
risk of metastases.

Finlay et al19 illustrated the use of an artificial neural network.
An artificial neural network appears as a two-stage process.
Table 3. Aim of the Articles

Aim of Articles No. of Articles/Articles

Supporting diagnosis 7 (Including imaging interpretation:
2 and nursing diagnosis:1)12–18

Improving data-mining
strategies

611,19–23

Determining treatment 424–27

Reducing adverse
drug events

34,28,29

Predicting outcome 122
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In the first stage, each attribute is calculated into values and
generates a “neuron.” The interconnection pattern between
the different layers of neurons will compute the weights of
the interconnections. The learning process will convert an
output produced by neurons in the second stage. Figure 1
shows an artificial neural network model, which is inspired
by the action of the human brain.10,19

In a study by Lu et al,15 the patient was classified as “tear”
or “no tear” in the rotator cuff. The orthopedists made a diag-
nosis of a rotator cuff tear based on a physical examination.
This had a high false-positive rate and could result in unnec-
essary imaging tests, such as magnetic resonance imaging
(MRI), which incurs considerable cost. However, this neural
network combined clinical examination with multiple personal
characteristics (such as age, gender) and symptom history
(such as pain index) to make a diagnosis and recommend a
treatment plan. Doctors could use the results of this predic-
tive data in making diagnostic decisions, especially if the pre-
test of a rotator cuff tear was intermediate.15 Tam et al24

presented the data-mining strategy of artificial neural networks
with respect to osteoarthritic knees. Neural network training
was conducted with input attributes, and the estimated out-
comewas then compared with the real outcome. Consequently,
adjustments were made automatically. In the article, three
treatments were chosen: transcutaneous electrical nerve stimu-
lation, exercise, and transcutaneous electrical nerve stimula-
tion with exercise. The authors applied the artificial neural
network programming techniques with limited attributes to
predict the appropriate treatment protocol. Finally, a sug-
gestion would be made by the program (Figure 2).24

A Bayesian network is associated with probability distri-
bution. For example, from the probability distribution, the
fever and PO2/FIO2 ratio for a mechanically ventilated
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FIGURE 2. Prediction system’s Web-based user interface.19 Used with permission.
patient with pneumonia can be found with a pattern.
Through these individual variables, the network will express
this probability of an ICU patient with pneumonia.20 An ex-
ample of another model—the cluster model—was given by
Almasalha et al.16 Similar attributes were grouped, and historic
data were gathered to search for patterns. The pattern gener-
ated a nursing diagnosis with nursing interventions suggested
(Figure 3).

According to Baceanu et al,4 the Expert Explorer is aWeb-
based data visualization tool that can generate reports, update
datasets, import rules, and load rules. Experts view the inter-
pretation of the data and give their advice. The data-mining
software then learns the rules, which could help to alert clini-
cal staff to adverse drug events. Research by Bowles et al25

compared the decisions made by a human expert and a
data-mining expert model, which judged a patient according
to six factors. The data-mining expert model produced 87.6%
accuracy. In a review of the literature, Wagholikar et al11 de-
scribed an EXPERT model, which is a rule-based model,
built with hypotheses, findings, or observations; decision rules
were set for the logical relationships between variables and the
database. The system tried to give interactive advice for the
users. It was used within rheumatology, ophthalmology, and
endocrinology.11 Like heuristics in clinical decision making,
heuristic algorithms are the fastest strategies for data mining,
but may not be the best method for decision making.
Wagholikar et al11 found the first heuristic system was devel-
oped in 1980s by Kulilowski, who interpreted the disease
process with a descriptive model and developed consultation
systems for neuro-ophthalmology, eye infections, rheuma-
tology, and pathology. A knowledge discovery database
(KDD) could be functional in various fields, such as the
Volume 34 | Number 10
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interpretation of a radiology examination, determination
of uncertainty, and clinical care decision making. One of
the clinical decision-making scenarios involving KDD illus-
trated by Reiner17 was the interpretation of computed to-
mography and MRI of an emergency patient, which can
help clinicians to distinguish strokes.

One of the advantages of using data mining is to increase
both computational and diagnostic efficiency.18,21 According
to Orthuber and Sommer,26 the time for calculating
1 million vectors within double accuracy was between 0.20
and 0.21 seconds. Batal and Hauskrecht21 developed a model
that was able to minimize the predictive rules and attributes
and to lessen time for decisionmaking. It is evident that data-
mining technology can manage a great amount of data effi-
ciently. Wagholikar et al11 mention, interestingly, that the
progress of data mining for complex problems was better
than for simpler problems. In addition, using data-mining
strategies in clinical decision making can be accurate, espe-
cially when forecasting or diagnosing.15,19 Lu et al15 indicate
that compared with physical examination, with 40% to 98%
accuracy, the data-mining tool can detect a rotator cuff tear
with 83% to 95% accuracy. Morrison et al18 state that the
accuracy of the probability of malignancy for pulmonary dis-
ease decreased unnecessary computed tomography or pulmo-
nary angiography. Several comparative studies have also
highlighted the accuracy of data-mining models such as deci-
sion trees.14,25 Accuracy can eventually improve patient safety
and reducemedical errors. However, Takada et al14 point out
that, compared with the diagnostic performance of human
experts, data-mining strategies are not accurate enough.

Although data mining can be useful and efficient, it has
a few limitations. First, a huge database is required to build
CIN: Computers, Informatics, Nursing 451
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FIGURE 3. Data mining of nursing care plans.21 Used with permission.
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up a data-mining model or to define the patterns.22,27 For
example, a tool for determining treatments for breast can-
cer patients used the database built by gathering data of
474 breast cancer patients over 5 years.14 Nevertheless,
the use of a data-mining model might be restricted to a spe-
cific disease under a certain condition, which means that the
tools can only help certain groups of patients with limited
conditions, and some of the data-mining strategies might
not lead to an interpretation if there were a missing
attribute.22,25–27 Moreover, even though the pattern be-
tween the decision and the attribute is found, explanations
are seldom provided. A few factors were relatively impor-
tant for the decision, according to Lu et al.15 However, it
was not clear how the correlations between the diagnosis
and these factors were established. This can create an
452 CIN: Computers, Informatics, Nursing
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uncertain environment for clinicians to make a judgment
with data-mining strategies.11,20
DISCUSSION
Data-mining theories and models are similar to the clinical
decision-making model; for instance, decision trees occur in
both fields, and neural networks with concept attainment
theory and heuristics are used in both areas. In decision
tree theory, both data mining and clinical decision making
use the branches in a decision tree to classify the options of
various decisions. Neural networks are similar to concept
attainment theory, as they are both linear processes with
step-by-step approaches. They generate all attributes to form
a hypothesis and then evaluate hypothesis to generate a
October 2016
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final score. In data-mining heuristic algorithms, they are the
fastest strategies, but may not provide the best decision. Sim-
ilarly, heuristics in decision-making theory represent an
immediate decision that may not be ideal.32 Nevertheless,
one of the most beneficial issues of data mining, compared
with clinical decisionmaking, is the feedback system, empha-
sized in every model. In contrast, clinicians seldom receive
any feedback for the judgments they make.

Data-mining theories are a more rational system of deci-
sion making. Although data mining is powerful at directing
complex situations, it is limited by current technology. Com-
pared with humans, who have, in general, a “limited channel
capacity,”18 an expert nurse may be able to decide an ap-
propriate plan of care by intuition with only a few attributes,
whereas data mining is restricted by the database and the
conditions of the disease. As nurses, we use our decision-
making theories to take care of individual patients in order
to provide personal care. On the other hand, data-mining
strategies are designed for a group of people. It is arguable
whether data mining can come to a decision by itself for
individuals.

The results of data mining will affect a clinician’s decision
making. However, current studies do not mention the corre-
lation in decision making between human beings and infor-
mation technology. Future studies are required to examine
the effect of embedding data-mining models for clinicians.

CONCLUSION
Datamining is an information technology with an innovative
effect on the way that people live, communicate, and learn.
The technology aims to assist clinicians in clinical decision
making and promote patient safety. Several data-mining
models have been embedded in the clinical environment to
improve decisionmaking and patient safety. This review sur-
veyed the data-mining strategies in clinical decision making
and also assessed the disadvantages and advantages of using
data mining in clinical decision making, through a literature
review of 21 articles. Various aims of data mining were iden-
tified, and different data-mining models were introduced in
the articles, including a decision tree model for presenting
the value of objects in different classifications, a neural net-
work model that gathered attributes and then performed a
comparison of the outcomes, a Bayesian network that fo-
cused on probability between attributes, an expert model
that had a high degree of accuracy, and a KDD that assisted
with interpreting imaging. Data mining is efficient with
high accuracy. On the other hand, lack of explanation,
such as inadequate scientific evidence, is one of the disad-
vantages because of the problem of working with missing
attributes and its limitation with certain conditions or dis-
eases. Predictive data mining is becoming an essential instru-
ment for researchers and clinical practitioners in medicine.
Volume 34 | Number 10
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Understanding the main issues underlying these methods
and the application of agreed and standardized procedures
are mandatory for their effective deployment and the proper
dissemination of results.

References
1. Paley J, Cheyne H, Dalgleish L, Duncan EA, Niven CA. Nursing’s ways of

knowing and dual process theories of cognition. J Adv Nurs. 2007;60(6):
692–701.

2. Bjørk IT, Hamilton GA. Clinical decision making of nurse working in hospital
settings. Nurs Res Pract. 2011: 1–8.

3. Aitken L. Critical care nurses’ use of decision–making strategies. J Clin Nurs.
2003;12(4): 476–483.

4. Baceanu A, Atasiei I, Chazard E, Leroy N. Detection and prevention
of adverse drug events: information technologies and human factors.
The expert explorer: a tool for hospital data visualization and
adverse drug event rules validation. Stud Health Technol Inform. 2009;
148: 85–94.

5. Dowding D, Thompson C. Using judgment to improve accuracy in
decision-making. Nurs Times. 2004;100(22): 42.

6. Elstein AS, Schwarz A. Clinical problem solving and diagnostic decision
making: selective review of the cognitive literature. BMJ. 2002;324(7339):
729–732.

7. Benner P, Tanner C. How expert nurses use intuition. Am J Nurs. 1987;87(1):
23–34.

8. Croskerry P. Context is everything or how could I have been that stupid?
Healthc Q. 2009;12: e171–e176.

9. Bryans A, McIntosh J. Decision making in community nursing: an analysis of
the stages of decision making as they relate to community nursing
assessment practice. J Adv Nurs. 1996;24(1): 24–30.

10. Finlay S. Predictive Analytics, Data Mining and Big Data Myths,
Misconceptions and Methods. Basingstoke, Hampshire, UK:
Palgrave Macmillan; 2014. http://www.palgraveconnect.com.ezproxy.
is.ed.ac.uk/pc/doifinder/10.1057/9781137379283. Accessed
July 28, 2015.

11. Wagholikar KB, Sundararajan V, Deshpande AW. Modeling paradigms for
medical diagnostic decision support: a survey and future directions. J Med
Syst. 2012;36(5): 3029–3049.
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